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The practice and rhetoric of prediction – the case in agent-based 
modelling
Bruce Edmonds

Faculty of Business and Law, Centre for Policy Modelling, Manchester Metropolitan University, Manchester, UK

ABSTRACT
This paper looks at the tension between the desire to claim predictive 
ability for Agent-Based Models (ABMs) and its extreme difficulty for social 
and ecological systems, suggesting that this is the main cause for the 
continuance of a rhetoric of prediction that is at odds with what is 
achievable. Following others, it recommends that it is better to avoid 
giving the impression of predictive ability until this has been iteratively 
and independently verified, due to the danger of suggesting more than is 
empirically warranted, especially in non-modellers. It notes that there is 
a restricted and technical context where prediction is useful, that of meta- 
modelling – when we are trying to explain and understand our own 
simulation models. If one is going to claim prediction, then a lot more 
care needs to be taken, implying minimal standards in practice and 
transparent honesty about the empirical track record – the over- 
enthusiastic claiming of prediction in casual ways needs to cease.

KEYWORDS 
prediction; rhetoric; meta- 
modelling; agent-based 
model; practice

Introduction

Anyone who has sought to buy a residential property will have come across the following 
phenomenon: that the boundaries of desirable areas tend to expand whilst those not in demand, 
contract. This is presumably because people want to be in the high status areas and so real estate 
agents adjust the definitions of areas to give people what they want – a property they can think of as 
having status. This desire for a high status attribution also can be seen in the attributions that 
researchers seek for their achievements. This paper looks at the claim that a model is able to predict 
aspects of complex ecological or social phenomena using agent-based models. I strongly suspect 
that the points made here also apply to other kinds of modelling. However, I am not an expert in 
those and so restrict my argument to the agent-based modelling of complex phenomena only. The 
conclusion will be that, like desirable residential areas, the usage of ‘prediction’ has weakened – 
allowing a wider variety of achievements to be included under this label – thus undermined some 
useful distinctions in science.

The paper starts by looking at some of the different uses of the word ‘predict’ in the agent-based 
modelling (ABM) literature to illustrate the range of claims being made under this label. It then 
contrasts such exercises with some of the other legitimate and productive uses of ABMs. It then 
deals with a couple of issues that can complicate the argument, namely: the various moderating 
factors that impact upon prediction and the difficulties involved in proving prediction attempts. 
The desirability of being able to predict is then contrasted with the difficulty in proving such an 
ability and the sheer difficulty in achieving this. It is argued that the tension between its desirability 
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and its difficulty has combined with other factors (such as tradition) to result in a rhetoric of 
prediction that is in contrast to what the wider public (and policy actors) might expect of such 
claims. I then look at a limited and technical area where prediction is desirable – in the under-
standing of our own models. The practical aspects of prediction are briefly discussed, arguing for 
higher standards if prediction is claimed. The paper then concludes arguing for a shift away from 
a misleading rhetoric of prediction.

Some uses of ‘predict’ in the ABM literature

This section looks at some of the ways in which the word ‘prediction’ is used in reports of ABM- 
based research. It does not intend to be a comprehensive review, because the point is to illustrate 
some of the variety of uses in order to motive the discussion that follows. If there are other kinds 
I have missed, then this merely reinforces our main point – that there is confusion around use of the 
word.1

Some researchers distinguish between ‘forecasting’ and ‘prediction’ – the former indicating an 
attempt to correctly anticipate characteristics of future events, and the latter anything that a model 
might indicate in terms of its results, regardless of whether the model can be relied upon to do this 
in a way that corresponds to what is modelled. For example, Bonnasse-Gahot et al. () use the word 
‘predict’ in the latter sense of a model output. In this sense, the model predicts in a similar sense to 
the prognostications of a fortune teller – it can indeed be interpreted as a prediction but not one 
upon which one can rely.

The former sense of forecasting is closer to a common-sense understanding of ‘prediction’. If 
a modeller claims to be able to use their model to predict where crimes tend to occur, then a wider 
public audience will tend to think that this will be useful to the organisation of the police (for 
example, in planning the routes of patrols). They would probably be disappointed if it turns out that 
these were only the areas an unvalidated model indicated, and could not be relied upon to usefully 
inform planning (Edmonds, 2017).

However, the word ‘forecasting’ implies a temporal ordering that may not be present. The 
existence of Pluto was inferred from an examination of the orbit of Neptune, before any observa-
tions of Pluto had occurred. Calculations based on data about Neptune were then used to predict 
where Pluto should be and observations made to check this. Clearly, there is a sense in which the 
existence of Pluto was predicted on the basis of observations of Neptune and gravitational theory, 
and this is an example of strong prediction, because what is predicted was not known at the time of 
the prediction. Having what is being predicted to be in the future is an easy way of preventing 
‘cheating’ in prediction, because it is impossible to adjust a model to fit future data and thus the field 
of forecasting focuses on this kind of prediction, but useful prediction is not limited to being 
forward in time.

Another sense of ‘predict’ seems to be merely as an indication that a model can be related to 
empirical evidence. In other words, that it is not just a purely theoretical entity. Thus, a model is 
sometimes said to ‘predict’ some data that is already known to the modeller, e.g. (Alsaedi et al.,  
2017) where they correctly recognise past known events using Twitter data. Clearly, this is a weaker 
claim than predicting something unknown since, in this case, the modeller has ample chance to 
adjust the model to fit the target data. This is essentially explanatory modelling but, for reasons of 
tradition, the model fitting the data well is called ‘prediction’.

A similar case is where a model suggests some pattern that is perceivable in the results, and then 
the modellers have then searched for similar observed phenomena where this pattern has occurred. 
An example where this seems to be the case is Lambert & Rochard (2007). In some sense, the model 
can be said to have predicted this pattern, a pattern that was unknown at the time of model building 
and running. This is a useful thing to do; however, but this is more in the line of discovering that the 
model has a wider explanatory scope than expected. There is no possibility of the model being 
decisively disconfirmed if these were not found, since one simply might not have searched in the 
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right phenomena and one could simply continue searching until such a pattern was discovered 
somewhere. Thus, this is, again, a weaker sense of ‘predict’ than a useful anticipation of a targeted 
unknown pattern.

In other papers, prediction is mentioned, but as an aspiration – they believe that their model will 
enable prediction, but have not yet proved this. For example, Zhang et al., (2016) report the design 
of a model (and its validation against data) with a view to (future) epidemic prediction. They do not 
claim they have proven such an ability at this stage, as will be clear to a modeller reading the paper, 
but a wider public might well be confused by the language. It does seem that some fields, such as 
epidemiology do have a tradition of saying a model ‘predicts the data’ when a less confusing 
description might be that it merely matches or fits the data. Perhaps, fields that come from a more 
positivist tradition where the use of deterministic mathematical modelling techniques are common, 
tend to use the word ‘predict’ like this.

Language is flexible, often imparting its meaning in analogical ways (Lackoff ????). However, the 
wider public might expect scientists to be more precise, and to go to some lengths to avoid giving 
false impressions of what their models can achieve. In particular, whilst they may be tolerant of such 
language between expert modellers (who know how to interpret them), they may rightly be annoyed 
when this impacts negatively upon them – either as a result of wrongly choosing a policy that affects 
their lives on the basis it was backed up by such ‘predictions’ or giving public money to an 
application that claims to be able to deliver reliable predictions when this is highly unlikely.

Other reasons for modelling than prediction

As Epstein (2008) points out, there are many other reasons to develop and use ABMs than 
prediction – he lists 15 other purposes. ABM is such a flexible tool that it can be used for very 
different ends, so we should not expect any uniformity or general rules that cover all of them. 
(Edmonds et al. 2019) discusses seven scientific purposes, including prediction and explanation – all 
legitimate uses for a model but all with their own dangers, limitations and standards for adequacy. 
In some cases, another modelling goal or achievement might be more appropriate and more honest 
than claiming predictive ability. For this reason, we now discuss a few other modelling purposes to 
stress that these are valid and valuable scientific purposes and encourage modellers to aim their 
modelling research in these directions instead. The reason for doing this is to encourage modellers 
to frame their claims in terms of these other uses – empirical science progresses by other many other 
activities than prediction. However, a lot of the philosophical discussion has been centred around 
prediction and so this needs dealing with here.

There has been discussion on the epistemological nature of prediction vs. explanation in ABM 
(Thompson & Derr, 2009; Troitzsch, 2009), distinguishing different kinds of prediction. 
Elsenbroich (2012) summarises the arguments concerning prediction well, arguing for the mechan-
ism-based approach for ABM. Here, I am interested in the practical differences between these 
caused by the fact that the exercises of predicting and establishing an explanation have different 
goals. When establishing an explanation, one sees the target output data before the model is run and 
in prediction one checks this afterwards. The management of uncertainty is also different – in 
prediction on needs to minimise the uncertainty in the model, whilst when establishing a possible 
complex explanation, one merely has to find credible parameter values and inputs so the outcomes 
match the target data (Breiman, 2001). This also means that the need for good data is less for 
establishing a possible explanation than making a good prediction.

However, more fundamentally, the kind of model that produces a useful explanation is different 
from those that predict well, because to support an explanation in terms of certain processes or 
structures, these have to be explicitly represented in the model. Models of ideal gases neatly 
illustrate this point; if one uses the gas laws, an explanation of an increase in gas pressure is simply 
that the temperature has increased or the volume decreased (or both) – this is an explanation of an 
empty and not very useful kind, because it does not tell one why this happens. The particle model of 
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ideal gases gives a physical mechanism for what this happens in terms of the momentum of ‘billiard 
ball’ particles that bounce against each other and the gas container, but do not interact otherwise. 
Adding in the necessary detail to support a better explanation might mean the introduction of more 
noise into the model, making it less predictively accurate.

In a mature science, explanatory and predictive models (what Cartwright (1983) calls ‘explana-
tory’ and ‘phenomenological’ laws) are related to each other, e.g. by formally relating them to each 
other using reasonable assumptions and approximations. However, in developing sciences it can 
happen that predictive models come long before good explanations (as in the Gas laws) or the other 
way around (as in the theory of Natural selection). Furthermore, even when we can formally ‘bridge’ 
between explanatory and predictive models, this does not mean that we merge them all into a super 
model – rather we often maintain a family of related models, each useful for a different purpose 
(Giere, 1988).

ABM is a versatile tool that can be used for a variety of purposes. All of them are necessary parts 
of the process of science as it develops in all its messy and practical ways. Thus, unlike others, I do 
not see the utility of putting all models on a single dimension or hierarchy of quality, with predictive 
models (or models that integrate explanatory and predictive aspects as in (Hofman et al., 2021)) at 
the top. From considering the different purposes of models, it follows that they will each have 
different criteria for success, hence different threats to that success, so different activities to mitigate 
those threats, resulting in different kinds of model (Edmonds, le Page et al., 2019). Maybe it is 
simply that we tend to think of all models as pictures of an observed reality, rather than different 
scientific tools, that leads us in this direction (and hence judge them using the same criteria).

The conclusion of this section is that prediction is just one of the activities that makes up 
a science, I suspect that many of the claims for prediction made of ABMs could be more 
informatively recast as one of these other activities. Such more accurate labelling would ultimately 
make ABM-based research more useful and productive, even if maybe sounding less impressive in 
the short term. The philosophy seems to over-emphasise the importance of prediction, not due to it 
being essential to progress in science but because it is essential for supporting certain philosophical 
conceptions of science (i.e. realism).

Kinds of prediction

There are many factors that affect the kind of prediction that is made using a model, in other words: 
the extent, the usefulness and the provenance of it. These complicate the argument but dealing with 
these allows us to rule out certain kinds of trivial, non-useful kinds of prediction as well as bringing 
to light some practicalities that are needed if prediction is to be actually useful.

Even if prediction is claimed in the strong sense of anticipating some aspect of what is modelled – 
an aspect that is unknown to the modeller at the time using the model – there is a range of 
precisions to which this can be claimed. As Watts (2014) points out, predictions can be of a variety 
of forms, and is not restricted to the prediction of a numerical value. For example, one might predict 
that the results will fall within a range of values, that the outcomes will conform to some named 
distribution or specified trend (Thorngate & Edmonds, 2013), that the outcomes will tend to 
increase over a specified period of time, that a particular outcome is possible (Edmonds & 
Adoha, 2019) or even that some particular described occurrence will not occur. These are all 
valid predictions, varying in terms of the accuracy and kind of what is predicted.

On the other hand, prediction that ‘anything might happen’, does not narrow down the 
possibilities, and so is an empty prediction – it is bound not to be falsified and it does not tell us 
anything useful. It is implicit in most work that if a prediction is mentioned then it is a useful one 
otherwise it would not be worth mentioning. If I predict that next week’s lottery number will be 
a finite sequence of integers, I am not doing prediction in any useful manner. Generally, the more 
a prediction constrains the possibilities the more useful it is, but in cases where some outcomes are 
catastrophic just knowing a particular outcome is possible might still be useful. If one does not have 
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any idea of an expected margin of error or what is ruled out by a prediction, then it is not useable in 
practice.

Even if a prediction is accurate, in the sense that it excludes most of the possibilities, the 
prediction may not be at all surprising. As Scott Moss and others pointed out (Moss et al., 1994) 
the main national economic forecasting models did OK when nothing much was changing but the 
models missed all the turning points in the economy. It is easy to predict when current trends are 
roughly continuing, but if your forecast is no better than an obvious null model (such as to predict 
the same value as it was last time), then this is not a very useful prediction. Indeed, if it predicts 
when nothing fundamental changes but misses these when they occur, then this could give false 
confidence in the results. Clearly, any useful prediction has to do better than the obvious null 
models, such as ‘key values will be much the same as last time’ or ‘current linear trends will 
continue’. Prediction can only be judged against a specific null model, e.g. better than random (for 
discrete choices) or better than a linear extrapolation over the past N data points (if continuous).

The fact is that most models do not literally predict in all its detail, but that only some aspects of 
its outputs are deemed predictive, means that there is an intermediate step between model results 
and a meaningful prediction. For example, most agent-based models have some stochastic compo-
nent in them, some random elements, so that each time they are run they may trace out a slightly 
different path. Whilst deterministic mathematical models are still common, I know of hardly any 
deterministic agent-based models. Any model that uses a random seed, or does not produce exactly 
the same output each time it is run with the same parameter values and inputs has some stochastic 
element. In this case, some modellers will run the model many times to get a distribution of 
outcomes; here the prediction is either the expected value of this distribution (the ‘Monte Carlo’ 
method) or is the distribution itself. Clearly, explicitly or otherwise, there is some idea from the 
modeller about what is significant in the output and what is not. At the minimum, not all the 
detailed ‘noise’ in the output is considered as significant. To be useful, it has to be clear which 
elements of a model can be expected to reliably predict and in what way.

More broadly, a model might be only one source for a prediction, which might be formulated 
based on a mixture of kinds of evidence and not just from the results of a model. For example, the 
results of a model might simply confirm an existing prediction – given those making the prediction 
extra confidence or understanding of the underlying processes. Furthermore, in such a case, it 
might be that although a prediction was formulated primarily on other bases that a model is 
presented as the basis for the prediction because this may give the prediction more credibility.

For the above reasons, the following kinds of ‘prediction’ are so unuseful that other words should 
be used to describe them.

Empty ‘anything may happen’ kinds of prediction that do not narrow down the possibilities at all
Predictions that do not do any better than the obvious null models that could be postulated with 

zero knowledge of the phenomena concerned
Cases where it is claimed that a model predicts, but where how it predicts is left so vague that one 

could not tell what would count as a successful prediction and what not
Where the contribution of a model to a prediction is not clear due to the prediction being the 

result of a mix of sources other than the model – what the model adds should be clear

Proving an ability to predict

Proving whether a model predicts is not straightforward, for a number of reasons, which I now 
discuss. This difficulty allows many claims of predictive ability to survive – since, in these cases, it is 
almost impossible to refute them. This is important since claims of predictive ability can have 
negative impacts upon policy if this turns out to be unfounded or simple brittle and unreliable.

As I discussed above, it is natural for those developing a model to project upon it an optimistic 
view of its powers, so one would not expect the original modellers to be the best people to evaluate 
their own model’s predictive ability. Thus, it is best if a claim of predictive ability is verified as 
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independently, at a minimum by checking against new data – data that is not known at the time of 
publication. This is for two reasons. Firstly, if one’s model does not fit the data, then it is almost 
impossible for the modeller to resist changing the model to improve the data fit. Nobody throws 
away a model because it does not fit first time. Secondly, there is a publication bias against negative 
results, so a report of research that fits data is far more likely to get published than one that does not. 
If one is checking an already published model against new data, then this bias is much reduced.

Ideally, a model’s predictive ability should be checked by researchers that are independent to the 
team that developed the model. This reduces the temptation to adjust a model to fit the target data, 
but it can also be helpful in revealing what conditioning is necessary to get a model to predict – 
separating out the contribution of the model from the skill of the modeller using it. An independent 
check on predictive ability can thus help to reveal any unconsciously applied adjustments that are 
necessary – the existence of these do not necessarily mean there is no predictive power, but does 
help reveal the totality of the process that is necessary for this. For example, it may be that 
a background parameter (one that does not represent an explicit input) be adjusted depending 
on some factor or other (e.g. a smoothing parameter based on volatility). For this to be able to 
happen the modelling would need to be ‘open’, as described in (Polhill & Edmonds, 2007).

If one does have a model with some predictive abilities, then it is also important to know the 
conditions under which it can be relied upon. The gas laws predict the temperature, pressure or 
volume of a gas when it approximates an ideal gas, namely when the chemical interaction between 
molecules is very weak. This condition about weak interaction between molecules gives us a good 
indication of when we might rely on the laws. A publication bias for only positive results reduces the 
information in the public domain about the conditions of application, because negative cases are 
not reported. If one has a predictive model but do not know when it is applicable, then this is much 
less useful since one does not know when one can safely use it and when not. There is a whole other 
problem of using the results of a model out of the original context, but that is the topic for a whole 
essay in itself and I will not deal with that here.

It is very rare that predictions about complex systems are 100% reliable. Thus, a single correct 
prediction (or indeed a single incorrect one) may well not give a complete picture about its 
general predictive power. Rather, a series of (preferably independent) attempts at predicting using 
a model is preferable before coming to an assessment as to its power in this regard. Such iterated 
testing may also provide useful information about the model’s conditions of application for 
reliable prediction.

For all these reasons, claims of predictive ability that are not independently verified need to be 
taken very cautiously – for even if they turn out to be true, it is likely that information concerning 
this ability will be incomplete. One is right to distrust claims for predictive ability that have not been 
so verified. Similarly, if you are suggesting that your model can predict, or even might be able to 
predict in the future, this needs to be backed up with evidence that this is, in fact, the case and not 
merely wishful thinking.

The desirability of prediction

Prediction has a high status in science, and there are some good reasons for this. I now briefly 
discuss these in order to understand some of the motivation for claiming this use of models.

If a model can reliably predict something before it is known, then this is undeniably useful. For 
example, predicting the short-term impact upon tax revenue due to a change in the tax rules enables 
governments to compare possible changes in the rules and budget for the impact of any one that is 
enacted. Thus, the outside world (governments, the public, funding authorities, etc.) will often want 
researchers to develop models for the purposes of prediction. This may well be in the form of 
wanting to know which of several competing policies they should take, since this involves predicting 
the effects of each and comparing these. Such ‘what if’ pronouncements from a model are effectively 
a conditional prediction of some kind. Reliable prediction of the impact of policies would make 
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their decision-making easier and more defensible. Academics are often accused of living in an ‘ivory 
tower’, and this is a way of demonstrating a useful connection with the real world.

However, prediction is also valued by researchers for epistemic reasons. If one can reliably use 
a model to predict what is currently unknown, then this conclusively shows that at least some 
aspects of your model are correct (in some sense). However, it may be that what is correct is not 
very profound. The gas laws accurately predict the future characteristics of a gas under a wide 
range of conditions, but do not say anything about why they work so well and their predictions 
are not at all surprising (since their results were qualitatively known before – e.g. that pressure 
squeezes gas, or that heating it expands it). Popper (1963) discusses the importance of making 
risky predictions.

A model that correctly predicts surprising or unusual things gives us more information about the 
world because it helps us update our understanding from that where these did not occur. The model 
seems abIe to tell us more about we observe than our common sense. In other words, it changes our 
view of the world. It is also more impressive; in that it is much easier to predict something expected 
rather than something out of the ordinary. It is hard for modellers not to design and condition their 
models to present results they consider plausible (deliberately or unconsciously), so a strange 
prediction is less likely to have arisen from such adaptation, but seems to come from the model 
itself.

Of course, it may be that other good things come out of the process of trying to predict, as Polhill 
(2018) describes. For example, prediction competitions may motivate researchers as well as be very 
revealing about the assumptions researchers do and do not share, even if none of the predictions are 
much good (Janssen & Rollins, 2012). However, this is distinct from the main purpose for 
prediction – athletic competitions may spur the development of better running shoes, but this is 
not the point of them.

The difficulty of prediction in complex social or ecological systems

Making successful predictions about social or ecological systems is very, very hard. I now briefly 
discuss some of the reasons why this might be. The reason for doing this is to emphasise the a priori 
reasons why one should not claim this and why one might not believe such claims, shifting the 
burden of proof to those that make these claims. It is, of course, impossible to say in general why 
prediction is hard, since systems vary so much, so the following has to be merely a sketch of some of 
the possible reasons. The point is not that modellers are doing it wrong (though they may be) but 
that prediction for these systems might be inherently hard, however one might try to do it.

Incompleteness

Complicated systems (those with many processes or kinds of part) are almost never completely 
modelled, with some elements deemed not crucial to the outcomes not explicitly included. These 
are often modelled as random processes, so that each time one runs a model a slightly different 
outcome results, with what is significant about the outcomes is the ensemble of outcomes, rather 
than those from a particular run (often this is summarised as an average or a distribution of 
outcomes). This makes it more difficult to know if a model definitely predicts or not, and so makes 
any process of iterative model improvement harder.

Chaos

Many complex systems are chaotic, in the sense that what is significant about outcomes is 
indefinitely sensitive to the value of an input or parameter (Gleick, 2011). If inputs or parameters 
cannot be measured indefinitely accurately, this means that what is significant cannot itself be 
predicted in critical regions. This means that either prediction is constrained to only those regions 
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that are not critical, or some other feature of the outcomes is predicted (e.g. characteristics of the 
distribution of outcomes).

Complication

Models of complicated systems might well have many variables and parameters. This is not, in itself, 
a bad thing and may be necessary, but each of these is a potential source of noise causing increased 
uncertainty in what is being predicted. Thus, for the purpose of prediction, adding in extra detail, 
even if one knows this to reflect the system being modelled, may not help the accuracy of 
predictions. However, omitting such features is an implicit assumption that these features will 
not have a significant effect on outcomes or that the effects average out in some way.

Non-modularity

When building any software system, it is sensible to make the system as modular as possible. This 
allows for independent testing and evaluation of modules before they interact, increasing the chance 
that the developer understands the system as a whole. However, real-world systems, especially the 
biological, social and the ecological, are often not structured in such a neat way (Wimsatt, 1972). 
The result is that the effects of these different processes are not possible to analyse separately but 
have to be explored together. This means that we often do not fully understand our own models 
(e.g. as shown in Edmonds & Hales, 2003), and the search space for looking at all the possible 
interactions too big to do, even automatically, in most models (since it goes with the power of the 
number of parameters). In such a system, even if a model does seem to predict reliably, the lack of 
understanding of why it does means that there are no theoretical indications of when it will be 
reliable and when not.

Context specificity

Many processes and characteristics of ecological and social systems are that these are highly 
context-specific. That is, they occur or hold for some kinds of situation and not others (Edmonds 
et al., 2020a). The problem here is that the characterisation of relevant kind of situation can be 
implicit, or even only unconsciously recognised. If a model is developed and tested within one 
context, or one kind of context, then it may be that that factors within the context are part of what 
makes prediction work (e.g. by ruling out certain kinds of process) but that these are not explicitly 
recognised. In that case, the prediction may unexpectantly not work for another context.

Emergence

All of the above reasons can contribute to the phenomena of emergence – that is the appearance of 
patterns one might not expect from the make-up of the system to start with (because they are 
higher-order, more complex or just odd). Emergence is bread-and-butter for ABMs because they 
are ideally suited to representing this kind of situation (Bankes, 2002). An exact definition is 
contested, but one that is clear is that of ‘weak emergence’ (Bedau, 1997), which is where there is 
not a ‘short cut’ to determining the (significant aspects of) the outcomes from the set-up without 
running the simulation. In this sense, unpredictability is not a result of emergence, but part of its 
cause. However, there is also the possibility of fundamentally new elements appearing in what one is 
trying to simulate – elements that go beyond what is in any simulation representing it as (Polhill 
et al., 2021) point out.

The above factors do not mean that it is impossible to make any predictions in these domains, 
just that it is likely to be difficult and so one has to be careful when attempting or claiming this. Nate 
Silver and his team regularly publish predictions about US elections and sporting events before they 
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occur (Silver, 2012), but they do not use agent-based simulations and are very careful about the 
claims they make (although they do use disaggregated simulations with stochastic perturbations of 
the input data; Edmonds, le Page et al., 2019).

The rhetoric of prediction

The tension between the desirability of claiming prediction and the difficulty of achieving it is at the 
root of the fundamental danger here. Given its desirability researchers want to be able to suggest 
that their models have predictive ability, but what is the track record of such claims in this domain? 
We cannot do a systematic review, checking up on all such claims (that would be a very long term, 
community-wide project) but we can present some negative evidence and examples illustrating the 
dangers.

In April 2009, Scott Moss asked the SimSoc email distribution list whether there had ever been 
an ABM making a successful prediction of a policy implementation. The answer was ‘no’ – many of 
the examples turned out to not be prediction in any strong sense. In 2019, I repeated this challenge 
in the slightly different format of asking the question: ‘Are there any documented examples of 
models that predict useful aspects of complex social systems?’ (Edmonds, Polhill et al., 2019). Again, 
although there were examples of empirical modelling sent in, none of these were such that the 
prediction was documented before the event happened. Rather, some were more about establishing 
the empirical adequacy of models as evidence to support an explanation and others merely 
expressing the hope that their model would predict.

The undesirability of claiming predictive ability when this has not been convincingly verified or 
merely allowing an audience to think a model has this ability is illustrated in the following two 
examples.

The ecological modelling of the cod fisheries off Newfoundland and Labrador, which were used 
to judge the sustainability of its fishing quotas (essentially predictions of fish stocks), was part of the 
fisheries management system that led to its collapse. Indeed, a number of Commissions investigat-
ing the status of the cod, at the behest of the fishermen’s concerns, failed to make adequate 
inferences about the ailing stock health. These Commissions were buoyed by model-based assess-
ments that predicted an increasing resource base. These predictions supported the expansion of the 
fishery throughout much of the 1980s. During this time, these figures were consistently challenged 
by inshore fishermen, but it was not until 1989 that the erroneous forecasting of fish stocks was 
corrected (Finlayson 1994). The subsequent Harris Commission after its collapse (Harris, 1990) 
said: ‘ . . . scientists . . . overconfident of the validity of their predictions, failed to recognize the 
statistical inadequacies in their bulk biomass model and failed to . . . recognize the high risk involved 
with state-of-stock advice based on relatively short and unreliable data series.’ (p. 2). Although one 
cannot know for sure the extent to which the policy-makers believed the predictions, they 
undoubtedly were a factor in its collapse. This is discussed more by Edmonds & Adoha (2019).

In 1972, a group of academics under the auspices of ‘The Club of Rome’ published a systems 
dynamics model that showed how laggy feedback between key variables could result in 
a catastrophe (in terms of a dramatic decrease in the variable for world population; Meadows 
et al., 1972). Unfortunately, this stark and much needed illustration was widely taken as a prediction 
and the model criticised on these grounds. The book did not make it explicit that the purpose of this 
model was not predictive, with such phrases as ‘We feel that the model described here is already 
sufficiently developed to be of some use to decision-makers’. This left the book open to attack on the 
grounds of model fragility – the model was not suitable for prediction due to the sensitivity of its 
outputs to some of its unknown inputs. Although it is highly likely that vested interests were the 
main reason for these attacks, not making the nature of the model clear made it more vulnerable, 
blunting the impact of the overall message.

These examples illustrate the potential danger of implying prediction – policy makers seem to be 
particularly asked for prediction, so any suggestion that a model might predict will be grabbed upon 
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by them. However, (as Scott Moss used to point out) it is immoral to allow a stakeholder to get the 
wrong impression as to what can actually be achieved – however much they want this. The above 
example from the fishing industry vividly illustrates the harm that such misperceptions can cause.

Thus we, with others (De Matos Fernandes & Keijzer, 2020; Steinmann et al., 2020), ask 
researchers to avoid claiming prediction for their models, at least until this ability has been 
independently verified several times. Whilst an enthusiasm for one’s own model might lead one 
to hope it can do all kinds of useful things (including prediction), it is part of scientific rigour to not 
speculate where this will mislead others. Others might be tempted to do so out of tradition or 
terminological laziness where it benefits them to do so, but if one aspires to being a ‘scientist’ one 
would do better to avoid this (Edmonds, 2017).

A special case: Prediction in meta-modelling

There is one area where epistemological prediction is not only more feasible, but positively helpful – 
in the understanding of our own simulation models. Due to the kind of reasons discussed above in 
the section on the difficulty of prediction, many of our models are inevitably, themselves, complex. 
Here, the model is an intermediate stage between us and what we are trying to understand, giving us 
‘leverage’ over the phenomena that we could not have without the model. In such cases, it is 
desirable to try and understand the model as much as possible, especially if the model is deemed 
interesting enough to present to others. Whilst a sensitivity analysis is start in such understanding, it 
is not enough – what is needed is a good explanation of what in the model causes the significant 
results. In other words, we need a good meta-model.

It is good practice to check whether an explanation concerning what a model is doing is a good 
one by trying to refute it using simulation experiments. In other words, to make predictions, based 
upon the explanation and then see if the predictions hold up in the face of various interventions to 
the model (e.g. turning off a particular component process). Here one is not making predictions 
about observed phenomena using the model, but rather making predictions about the model. 
Making predictions about a model is far more feasible, since some of the difficulties that underly 
the prediction of observed complex phenomena do not hold: we know the micro-foundations of the 
system (since we can inspect the code), we can indefinitely inspect and experiment with it (so we 
have good data about it), we can map out any chaotic elements and test this to a very fine level of 
precision, we know exactly where the stochasticity is (and so can temporarily turn it off to make the 
system deterministic), we can experimentally determine the conditions of application of the 
explanation, and although different views about the model are still possible (due to our incomplete 
understanding of it), all such views can be grounded in definite referents (the elements in the 
model). Thus, epistemological prediction can play a vital part in checking our understanding of our 
own creations.

Of course, if one has a good predictive meta-model, then the temptation is to project this onto 
what the model is representing – the observed phenomena. Maybe due to the effect of the ‘Kuhnian 
Spectacles’ – whereby one filters one’s perceptions of the phenomena using our understanding of 
the model (Kuhn, 1962) – modellers are sometimes lazy about distinguishing between their model 
and what it represents – conflating or confusing them (Edmonds, 2020b). However, the huge 
difficulties in predicting observed phenomena remain and one should still be careful that progress 
in the technical matter of understanding one’s own model does not lead one to premature 
anticipation of an ability to predict the phenomena that the model represents.

Taking prediction seriously

As I have hinted above, there are two distinct purposes for prediction: as a forecast of the unknown 
that might be useful to someone else (e.g. in decision-making or the development of technology) or 
as an epistemological test of a model (Sarewitz & Pielke, 1999).
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In terms of useful prediction of the unknown, the practicalities of doing it well have been covered 
by others. Armstrong (2001) provides a comprehensive guide to forecasting, whose lessons are 
usefully extracted for ABM in (Hassan et al., 2013) and (Steinmann et al., 2020) review approaches 
suitable for situations of deep uncertainty. However, I would like to highlight three areas here – the 
slippage areas where the rhetoric and practice might be confused.

Firstly, there needs to be honest transparency concerning any attempts at prediction, document-
ing: what is being predicted and to what level of accuracy or probability, the context and purpose for 
the prediction (who it is intended to be useful to and in what way), at least a sketch of the likely 
conditions of application (under what conditions it is expected to work), and the data and model 
conditioning processes that are involved in getting the model to predict well.

The power of any predictive ability needs to be compared to the obvious null models. The null 
model consisting of ‘the value at the next step is the same as the present value’ predicts surprisingly 
well in many cases, but does not tell us much except that the temporal granularity is sufficiently fine 
that outcomes do not tend to change much. A useful predictive ability needs to do more than this.

Due to the inevitable biases that creep in (e.g. the publication bias against unsuccessful predic-
tions) establishing a process where predictions are tried many times by independent teams. Not 
only does this provide a more reliable proof of the predictive ability, but is also likely to result in 
a refined understanding of when, how and why the prediction works. It is only such a transparent 
process by a community of scientists that could provide any level of public confidence in the ability 
(Bithell & al. 2022). If one is serious about learning to predict, then the failures need to be recorded 
as much as the successes.

Finally, great care should be taken in the context and manner in which predictive claims are 
made. What might be acceptable within a room of modellers who can distinguish between sheer 
enthusiasm and actual model ability, is not acceptable to use language that could deceive when 
presenting to policy actors, funders in grant applications or the wider public. Guidance as to the 
assumptions behind the model and its proper interpretation is essential but, more fundamentally, 
all claims need to err on the side of caution – the public expects us only to make pronouncements 
when we are pretty sure of them.

In terms of epistemological prediction, that process is similar to that of checking an explanation 
encapsulated in a model, but one that avoids the particular danger of conditioning a model to fit the 
target data. To aid this, predictions and the accompanying documentation should be publicly 
archived before the predictions can be checked in a similar manner to that of experiments in 
psychology following their replication crisis (e.g. Spellman et al., 2017). However, simple good 
practice in explanatory modelling (where the target data is known by the modeller) can largely 
ameliorate these dangers – particularly in terms of transparent honesty about the process (maybe 
via the ‘Trace’ documentation proposed in Grimm et al., 2014).

Conclusion

A lot has been made of the epistemological implications, and hence status, of prediction. Prediction 
is still seen as the ‘gold standard’ of science. However, a mature field of science is able to relate the 
different uses for modelling – bridging between explanation, prediction, description, theoretical 
explorations and mental models for phenomena. These are not within a hierarchy of desirability, 
with prediction at the top, but simply different uses of models.

Regardless of whether, in an abstract or epistemological sense, prediction is linked in terms of 
structure to other uses for modelling, in practice it is very different – different in terms of: goals, kinds 
of model, levels of uncertainty, process, temporal sequence, possible mistakes (and how to mitigate 
against these) and the steps necessary to check it. The complexity and sheer messiness of many 
observed social and ecological systems means that, although to be able to claim prediction is attractive, 
it is very, very hard to achieve. For these reasons, there are a priori grounds to suspect that many such 
claims will turn out to be other than a reliable and useful ability to anticipate unknown data when 
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checked against independent data and by independent researchers. Predicting something useful is 
a messy, pragmatic affair characterised by its own goals, activities, checks and dangers.

The conclusions of this paper are fourfold: (a) that we should be very careful to ensure that the 
wider public, but particularly policy actors and funding reviewers, understand the nature of any 
claims made, preferably avoiding the word ‘prediction’ altogether in that context (b) that other 
purposes for modelling, such as supporting complex explanations of empirical data, are distin-
guished and valued, (c) that epistemological prediction does have a valuable role in the under-
standing of our own models and (d) if one is going to attempt prediction, there should be minimum 
standards that apply, so as to make any such attempts as useful as possible, both to science and 
a wider set of stakeholders.

Claiming a model ‘predicts’ something when really all it does is fit some known data, or implying 
a model will predict without good evidence that this may be so is misleading to others and, hence, 
should not be acceptable behaviour. As a modelling community, we need to ‘up our game’, being 
more transparent and modest in the short term, in order to ensure our collective reputation and 
facilitate progress in the longer term – an empty rhetoric of prediction damages both. Prediction of 
complex systems is very hard and, if attempted, should be subject to high standards of rigour and 
proof.

Notes

1. For an arbitrary but extensive list of papers that mention ‘prediction’ in this context, I suggest you do a Google 
Scholar search for: predict ‘agent-based’ after you have read the paper to verify its claims.
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